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I. INTRODUCTION 

The 2008–2009 global financial crisis (GFC) was accompanied by huge negative shocks to global 

monetary, financial, and economic conditions. Since the policy rates were close to zero, the Federal 

Reserve could no longer effectively stimulate economic activity which limited the efficacy of 

traditional use of conventional monetary policy at the time of crisis1. Instead, to mitigate the 

repercussions of the 2008 credit market turmoil, the Federal Reserve launched an unprecedented 

initiative to purchase considerable amounts of long-term securities in order to restore credit market 

conditions, notably in the housing market. Given the constraints of the zero lower bound on short-

term interest rates, this policy—which has come to be known as “Quantitative Easing” (QE)—was 

designed with the explicit goal of boosting weak asset markets as well as promoting real activity 

(Lim et al., 2014). The Federal Reserve stated on November 25, 2008, that it would buy up to $100 

million in government-sponsored enterprise (GSE) debt and up to $500 million in mortgage-

backed securities to decrease risk spreads on GSE debt and calm the housing credit market (Neely, 

2010). Since this unconventional monetary policy, or QE2, is essentially the purchase of long-term 

assets, this impacts the financial markets and eventually boosts the real economy by creating a 

large amount of liquidity in the market.  

Meanwhile, faced with near-zero returns in the U.S. and other high-income countries, financial 

capital began to seek alternative sources of yield. Emerging economies, which had enjoyed robust 

growth rates and stable political-economic environments over the past decade, appeared to be an 

ideal investment alternative (Lim et al., 2014). Large foreign portfolio flows from developed 

economies to developing and emerging economies were spurred by quantitative easing in 

developed nations, which had both good and negative consequences (Kalu et al., 2020). Extensive 

research has investigated the impact of the U.S. QE, both on the domestic and international market 

(Neely 2010; Joyce et al., 2012; Lim et al., 2014; Mukherjee and Bhaduri, 2015). According to 

Gagnon et al. (2011), the Fed’s purchases between December 2008 and March 2010 (LSAP1) had 

economically substantial and long-term implications on longer-term interest rates on Treasuries, 

agency mortgage-backed securities, and corporate bonds. They calculated that the LSAPs lowered 

the 10-year term premium by between 30 and 100 basis points overall, based on both event studies 

around significant LSAP announcements and time series regressions. Neely (2010) finds that the 

LSAP announcements lowered international long-term bond rates and the spot value of the dollar. 

Besides, Lim et al. (2014) demonstrate that of the 62 percent increase in capital inflows to 

developing economies during 2009-2013 related to changing global monetary conditions, at least 

13 percent was attributable to QE. 

 
1
 During severe economic downturns, the central bank will implement expansionary monetary policy by lowering 

policy rates (i.e., interest rates) to stimulate the economy. However, traditional monetary policy tools may no longer 

be effective in achieving their goals when the policy rates are very close to zero, a macroeconomic phenomenon 

known as the zero lower bound. 
2
 QE and LSAP (large-scale asset purchases) are interchangeable in this paper since both are synonyms for the 

other. 
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I am investigating the spillover effects of the U.S. unconventional monetary policy on capital flows 

into ten big emerging market economies (EMEs3): Argentina, Brazil, China, India, Indonesia, 

South Africa, Korea, Poland, Mexico, and Turkey. In particular, how and to what extent did the 

QE episodes impact the magnitude of capital inflows to ten EMEs. To investigate the spillover 

effects, I begin by accounting for potential QE impacts via three transmission channels–liquidity, 

portfolio balance, and confidence–and then examine whether QE episodes experienced any other 

effects not captured by the transmission channels. My analysis indicates that there is a positive 

relationship between QE episodes and net capital inflows, and financial inflows to EMEs operate 

along all three potential channels of transmission. More importantly, I discover evidence that QE1 

had the greatest impact on capital flows into EMEs, increasing capital flows by 5.2%.  

Several research studies have looked at the effect of QE on capital inflows to particular economies 

like Asia and Africa, but few have looked into emerging economies. In addition, the inclusion of 

capital restrictions is suggested by researchers as an important measure to mitigate the spillover 

effects of QE (Fofack et al., 2020), supporting it to be added as one control variable. Thus, I include 

capital restrictions as one control variable to capture the nation’s protective policies on capital 

account and further analyze to what extent capital restrictions affected the financial account during 

the GFC. This research paper contributes to the literature by providing evidence of a relationship 

between QE and net capital inflows in ten big EMEs. The fact that there is a significant positive 

relationship between QE1 and capital inflows indicates the increased frequency and interwoven 

nature of financial dependence, the interaction between each country, and the importance of the 

implementation of particular policies in stabilizing the domestic economy when huge amounts of 

capital flow into the nation. 

The rest of the paper is laid out as follows. Section II gives some background and existing literature 

related to the impact of QE. Section III describes the data sources and summary statistics. Section 

IV explains the methodologies used in the literature and this analysis. Section V discusses the 

results of the empirical analysis, with a special focus on capital controls. Section VI discusses the 

implication of the results and the limitation of the analysis. Section VII concludes. 

II. LITERATURE REVIEW 

A. Quantitative Easing 

Ever since Japan’s recession and deflation, the sub-prime crisis, the global financial crisis (GFC), 

and Europe’s debt crisis struck worldwide, resorting to an unconventional monetary policy has 

been a viable approach for central banks when they confront crucial economic or financial crises 

(Lee et al., 2020). The U.S. Federal Reserve, together with the Bank of England, the European 

Central Bank, and the Bank of Japan were among central banks around the world that cut policy 

interest rates during the GFC to bolster demand during a recession. However, given the severity 

of the crisis, the U.S. Federal Reserve and other central banks were prompted to pursue 

unconventional policies, in the form of quantitative easing, as a result of constraints imposed by 

 
3
 The choice of EMEs is derived from the concept of “The Big Ten”, or big emerging markets (BEMs), introduced by 

Gebhart, J. (1997). Korea is no longer considered an emerging market by the IMF, but the analysis of BEMs, which 

are referred to as EMEs in this paper, still has insightful meaning as they are the leading economies impacting the 

world economy. 
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the zero lower bound on nominal interest rates as well as the disruption of the financial system 

(Joyce et al., 2012). The zero lower bound describes a macroeconomic phenomenon where the 

interest rate is at, or very close to, zero, which restricts the impact of lowering it further to boost 

the economy. The most prevailing form of unconventional monetary policy has been Quantitative 

Easing (QE), and the phrase was first applied to Japan as it encountered bubble-induced 

deflationary pressures in the 1990s. In particular, since the interest rate was at the zero lower 

bound, which caused a liquidity trap and limited the central bank’s capacity to stimulate economic 

growth, the Bank of Japan decided to purchase government securities from banks to increase the 

number of cash reserves kept in the system (Joyce et al., 2012). Thus, during the GFC where 

interest rates were at an all-time low, the central banks of the U.S., the Euro area, and the UK have 

all followed Japan in adopting QE, which led to substantial increases in their balance sheets. In 

particular, the Fed has bought U.S. Treasuries and large amounts of agency debt and mortgage-

backed securities. 

Lim et al. (2014) explain that QE was initially undertaken to repair financial market functioning 

and intermediation during the GFC, but subsequently evolved to support the post-crisis recovery 

in growth and employment. Joyce et al. (2012) propose that heterogeneity across agents, limited 

participation, and imperfections are essential underlying mechanisms to ensure the effectiveness 

of QE, where the central bank could influence the pattern of yield on different assets due to 

imperfect assets substitutability. In other words, investors prefer a particular segment of the yield 

curve to invest. 

To empirically examine the impact of QE, lots of scholars start by investigating the effect of QE 

on the U.S. market, especially in areas like the financial markets, exchange rate, and 

macroeconomy (Neely, 2010; Joyce et al., 2012). Studying the effect of the Federal Reserve’s 

large-scale asset purchases (LSAP) on foreign long bond yields and exchange rates, Neely (2010) 

finds that the LSAP announcements lowered international long-term bond rates and the dollar’s 

spot value significantly, suggesting that central banks are not toothless when rates hit the zero 

bound. These modifications occurred in close proximity to the announcement timings and were 

highly unlikely to have happened by chance. Meanwhile, Joyce et al. (2012) conclude that asset 

market purchases do lower yields and longer-term interest rates in the U.S., but their effects have 

not been enough to offset the negative forces of a banking crisis and a deleveraging-led downturn.  

B. Spillovers of Quantitative Easing 

In the early phase of QE, U.S. policymakers advocated that QE would have a positive trickle-down 

effect on the emerging markets, because with high liquidity and low-interest rate, U.S. investors 

can channel their excess funds to EMEs (Mukherjee and Bhaduri, 2015). However, the extended 

period of unconventional monetary policies in high-income countries has been a source of 

significant concern among many developing countries, who fear potential appreciation pressures, 

a build-up of financial imbalances, asset price bubbles, and an overheating of the domestic 

economies (Fratzscher et al., 2018). EMEs have voiced their concern over unmitigated financial 

flows due to QE, even at the beginning of its implementation (Lim et al., 2014). In fact, President 

Rousseff of Brazil has been criticizing the Fed’s policies, arguing that QE policies have triggered 

a “monetary tsunami,” created excessive global liquidity, and caused massive capital inflows to 
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EMEs, which has led to a “currency war.”4 Thus, analyzing the spillovers of return and volatility 

is important as it relates to portfolio management, financial risk management, and asset allocation 

(Lee et al., 2020). Figure 1 (in the Appendix) presents capital flows into EMEs in three categories–

direct, portfolio, and other investment–from 2000Q1 to 2013Q2. The figure shows a big surge of 

capital flows during the QE periods after they collapsed during the GFC, and that total capital 

flows into EMEs during QEs are comparable to those before the GFC. 

Scholars interested in QE have investigated its spillover effects on specific countries. Kalu et al. 

(2020) examine the effects of U.S. monetary policy normalization on the African stock market 

using panel data from six African countries, and find that stock prices in Africa are negatively 

affected by U.S. 10-year bond yield and Treasury bill rate shocks. Meanwhile, the fact that the 

U.S. Treasury bill rate is a key depressive of African stock values demonstrates the short-termism 

of foreign investment inflows. Cho and Rhee (2013) find that monetary easing in the U.S. affects 

Asian countries through either appreciation of currency values or increases in prices of housing. 

Using event study methodology, Lubys and Panda (2021) find that, during the policy 

announcements from Europe and the United States, stock market sector indexes in the BRICS5 

tend to deviate significantly from their usual behavior. Besides, Msoni (2018) shows that private 

capital inflows to the BRICS rose over the QE intervention period, with the first phase of QE 

showing a greater rise than subsequent QE periods. 

The influence of private capital flows into EMEs is a point of contention among academics and 

policymakers. Capital flows into developing economies might promote investment, reserve 

accumulation, and economic development. Duca, Nicoletti, and Martinez (2016) employ a 

counterfactual analysis to show that bond issuance by domestic issuers in EMEs since 2009 would 

have been halved without U.S. unconventional monetary policies. On the other hand, the concern 

about capital flows into EMEs is compounded by the possibility of asset bubbles and disorderly 

capital flow reversals. Tillmann (2016) concludes that QE has significant effects on EME’s 

financial conditions and plays a considerable role in explaining capital inflows, equity process, 

and exchange rates. Fratzscher et al., (2018) find a heterogeneous response of capital flows in 

different QE episodes, with QE1 prompting portfolio rebalancing towards the U.S., while QE2 and 

QE3 triggered a rebalancing outside the U.S., which supports concerns expressed by policymakers 

in EMEs.  

C. Channels of Transmission for Unconventional Monetary Policy 

The premise of unconventional monetary policy is that the traditional channels of interest rates, 

exchange rates, and equity prices are either ineffective, unavailable, or weak, which justifies large-

scale asset market intervention by the central bank (Lim et al., 2014). A central transmission 

channel by which QE affects cross-border capital inflows is via the portfolio balance channel, and 

its mechanisms are consistent with the preferred-habitat theories, where investors prefer a 

particular segment of the yield curve (Joyce et al., 2012). The central bank’s asset purchases of 

long-duration assets reduce the available stock of privately held risky assets. To meet investors’ 

 
4
 https://www.bloomberg.com/news/articles/2012-03-05/rousseff-in-germany-eyes-measures-to-shield-brazil-from-

monetary-tsunami- (Accessed Dec 12, 2021) 
5
 BRICS refers to Brazil, Russia, India, China, and South Africa. 

https://www.bloomberg.com/news/articles/2012-03-05/rousseff-in-germany-eyes-measures-to-shield-brazil-from-monetary-tsunami-
https://www.bloomberg.com/news/articles/2012-03-05/rousseff-in-germany-eyes-measures-to-shield-brazil-from-monetary-tsunami-
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demand for other risky investments, investors favor long-duration assets in the EMEs and 

rebalancing their portfolios. 

The second channel is the liquidity channel. Lim et al. (2014) show that QE operations have 

increased reserves on the balance sheets of private banks, resulting in more liquidity in the 

secondary markets, a decline in borrowing costs, and an increase in overall bank lending, including 

lending to EMEs. The last channel is the confidence channel, which is buttressed by the idea that 

central bank asset interventions can reduce volatility and eventually economic uncertainty. Thus, 

to account for any observable impacts of QE, I add these three channels into my regression, and 

any additional effects due to unobservable factors are captured by QE dummies. I will discuss this 

in detail in Section IV. 

D. Event Studies and Vector Autoregressive Models  

Msoni (2018) offers a comprehensive summary of all the key methodologies employed by scholars 

investigating the impact of QE. In the empirical literature, event studies and vector autoregressive 

models (VARs) have been frequently employed to explore the spillover effects of quantitative 

easing. While event studies have been widely utilized to research the behavior of yields in the 

aftermath of the Fed’s announcements of quantitative easing, VARs have been used to investigate 

the impact of monetary policy normalization, or “QE tapering.” Both techniques have their own 

set of advantages and disadvantages.  

An event study is a method for analyzing the impact of a single event or a series of events on the 

value of a variable of interest (Msoni 2018). As a result, an event research technique is acceptable 

if the goal is to analyze the impact of the QE announcements on asset returns. The simplicity of 

event studies, as well as their capacity to provide clarity on the influence of occurrences, is used 

by proponents to support their views. While event studies are useful for analyzing the impact of 

quantitative easing announcements, they are ineffective for capturing the short-term consequences 

of real quantitative easing activities due to the use of the QE announcements rather than the actual 

implementation of QE. VARs are more suited to this task. VARs are models in which all variables’ 

lagged values, as well as the present and lagged values of all other variables in the model, are 

partially explained. Given the constraints of this paper, I decide the best approach was to use the 

first-differenced instrumental variable method to build a dynamic panel model.  

III. DATA 

According to the IMF’s IFS database, variables related to capital inflows are categorized into three 

types of investment: direct investment, portfolio investment, and other investment. Other 

categories such as reserve assets and financial derivatives are also reported, but they are not 

relevant to the purpose of my study and thus are not included in this paper. I combine all three 

types of investments to come up with net capital inflows for each emerging market6. Net capital 

inflows are defined as the difference in capital inflows and capital outflows. In particular, capital 

inflows are net purchases of domestic financial instruments by foreign residents whereas capital 

outflows are net purchases of foreign assets by domestic residents (Wei, 2008). Given the nature 

 
6
 Net capital inflows essentially refer to inflow minus outflow and thus can be negative. 
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of real-world data, this dataset contains some but not substantial missing values owing to the 

unavailability of the data for some countries in certain quarters.  

The QE dummies capture the time that each of the three rollouts of QE happened. My QE dates 

follow those of Lim et al. (2014), who define QE1 as 2009Q1–2010Q3, QE2 as 2010Q4–2011Q2, 

and QE3 as 2012Q4–2013Q2. I also define allQE as a dummy that equals one when variables fall 

in any of the three QE episodes. Similarly, the crisis dummy equals one if the data is between 

2006Q1 and 2008Q2, as used in several studies (Lim et al., 2014; Park et al., 2014). 

Variables capturing three channels of capital inflows (i.e., direct investment, portfolio investment, 

and other investment) are directly obtained from Federal Reserve Economic Data (FRED), except 

for VIX, which is collected from the Chicago Board of Options Exchange. Meanwhile, control 

variables, such as all GDP-related variables, are collected from the World Bank’s World 

Development Indicators. Lastly, the country rating is a score derived from the International 

Country Risk Guide (ICRG) produced by the PRS Group, capturing country risks based on 12 

criteria, including government stability, investment profile, internal conflict, etc. I take the average 

of all 12 scores as each aspect of the country would influence the mechanisms of capital flows. 

The frequency of all variables is quarterly, ranging from 2000Q1–2013Q2. A detailed summary 

statistics of all the key variables is also provided (Appendix, Table 3) 

Based on the summary statistics table, the mean of capital inflows is 12692.49 with a standard 

deviation of 22116.73 million USD. Because capital inflows and quarterly GDP have large 

standard deviations, I convert both variables to logarithmic form. Since net capital inflows contain 

negative values, in order to perform a logarithmic transformation, I take the log of the absolute 

value and then put a negative sign in front of the log value if the original capital inflows are 

negative7. The main finding of my paper relies on capital inflows in logarithmic form, but estimates 

based on unconverted capital inflows are also reported (Appendix, Table 4). I have four QE 

dummies: allQE, QE1, QE2, and QE3. Based on the mean value, it’s obvious that QE1 was the 

longest QE episode. The sample ends up having 540 observations, with some missing values of 

capital inflows. 

IV. METHODS 

 This section discusses key methodologies used in this paper: the fixed effects (FE) model 

with a lagged dependent variable and the first-differenced instrumental variable (FDIV) method. 

In order to take advantage of the time series nature of the panel, I employ the FE model with a lag 

dependent variable to incorporate the dynamic of capital inflow and control any country-specific 

and time-invariant effects. Since the introduction of the lagged dependent variable would bias the 

estimates given its correlation with the idiosyncratic errors, I also resort to the FDIV method to 

mitigate such an endogeneity. In summary, this paper relies on two methodologies: FE and FDIV, 

each discussed extensively in this section. 

 
7
 The STATA command is -1*log (abs (capital inflows)) for negative capital inflows. However, performing log 

transformation for negative values has received lots of constructive criticism in academia, as it may essentially bias 

the distribution of the variable by creating two patterns of normality below and above zero. In this paper, I also employ 

another popular method to log-transform capital control. This will be discussed in detail in Section VI.  
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A. Dynamic Panel Models 

Many macroeconomists have been interested in estimating dynamic panel models because of the 

availability of large macroeconomic datasets and the revitalization of interest in long-run growth 

(Judson and Owen, 1999). This is especially evident given that many economic relationships are 

dynamic in nature, and dynamic models account for the importance of time in the behavior of 

variables, allowing researchers to better understand the dynamics of adjustments (Baltagi, 2005). 

Dynamic panel models are characterized by the introduction of a lagged dependent variable, but it 

complicates the estimation. The complexity emerges from the correlation between the individual 

effects and the lagged variable in either the fixed effects (FE) or random-effect settings (RE), a 

phenomenon known as endogeneity (Flannery & Hankins, 2013). In most panel data applications, 

the residuals contain two components: one that is supposed to reflect unobserved heterogeneity 

and is stable across time, and another that is random, with zero mean and constant variance 

(Baltagi, 2005). To address such biases, econometric tools have emerged. The bias-corrected 

LSDV (least square dummy variable) estimator, for example, performs better for longer panels, 

but its application to unbalanced panels is restricted, necessitating the use of alternatives. When 

the bias-corrected LSDV isn’t an option, the Anderson and Hsiao (1981) IV estimator or the 

Arellano and Bond (1991) GMM estimator are viable options, each having strengths and 

shortcomings, and the best approach for estimating the parameters, to some extent, is largely 

determined by the characteristics and quality of the data provided (Judson and Owen, 1999). 

Dynamic fixed effects models are a popular tool for studying the behavior of EMEs’ capital flows 

and they’ve been used in several research papers (Lim et al., 2014; Park et al., 2014; Fofack et al., 

2020; Kalu et al., 2020). The use of country FE to capture the influence of unobserved variations 

among nations is undoubtedly essential for the investigation of QE’s spillover effects on EME 

capital inflows. For instance, fixed effects in a model assessing the causes of capital flows would 

reflect growth differentials between emerging and developed countries stemming from disparities 

in their long-term development potential. Meanwhile, the use of lagged capital flows captures the 

dynamic nature of capital flows where the value in the previous period sheds light onto the current 

behavior. By utilizing the lagged capital inflows, I can analyze the dynamics of the relationship 

between QE and capital flows, accounting for the importance of time in the behavior of capital 

flows. 

According to Baltagi (2018), dynamic relationships can be characterized by the presence of a 

lagged dependent variable among the regressors, i.e., 

𝑦𝑖𝑡 = 𝛿𝑦𝑖,𝑡−1 + 𝛽𝑋𝑖𝑡 + 𝑢𝑖𝑡       𝑖 = 1, . . . , 𝑁;  𝑡 = 1, . . . , 𝑇    (4.1) 

where 𝑦𝑖𝑡 is the dependent variable, 𝑋𝑖𝑡 is the set of independent variables, 𝛿 and 𝛽are parameters 

to be estimated. The disturbance term, 𝑢𝑖𝑡, denotes the two-way error components, where 𝑢𝑖𝑡 =
𝜇𝑖 + 𝜆𝑡 + 𝜀𝑖𝑡. 𝜇𝑖 represents unobserved individual effects and 𝜆𝑡 represents unobserved time 

effects. 𝜀𝑖𝑡 is assumed to be IID[𝜀𝑖𝑡 ∼ 𝐼𝐼𝐷(0, 𝜎𝜀
2)], with no correlation among the residuals.  

Equation 4.1 can be constructed as either the FE or RE model. No matter which dynamic panel 

model to use, Equation 4.1 suggests that any influence that the independent variable has on the 

outcome variable is now conditioned on the history of the dependent variable 𝑦𝑖,𝑡−1, considering 
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the dynamic nature of the economic phenomenon. In other words, the autocorrelation is due to the 

presence of a lagged dependent variable among the regressors and individual effects characterizing 

heterogeneity among the individuals.  

However, since 𝑦𝑖𝑡 is a function of 𝑢𝑖𝑡, then essentially 𝑦𝑖,𝑡−1 is also a function of 𝑢𝑖𝑡. Such a 

correlation renders the OLS estimator biased and inconsistent as the presence of both 𝑦𝑖,𝑡−1 and 

𝑢𝑖𝑡 violates the assumption of strict exogeneity of the independent variables. One alternative 

transformation that wipes out the individual effects is the first difference (FD) transformation, 

which is the methodology employed in my paper. 

B. First-differenced Instrumental Variables (FDIV) 

 Given the issue of endogeneity introduced by 𝑦𝑖,𝑡−1 which renders standard panel data 

estimates biased, Anderson and Hsiao (1981) suggested first differencing the model and using 

𝛥𝑦𝑖,𝑡−2 = (𝑦𝑖,𝑡−2 − 𝑦𝑖,𝑡−3) or simply 𝑦𝑖,𝑡−2 as an instrument for 𝛥𝑦𝑖,𝑡−1 = (𝑦𝑖,𝑡−1 − 𝑦𝑖,𝑡−2). These 

instruments will not be correlated with the error terms in the last time period. The AH approach is 

conducted by differentiating Equation 4.1 to eliminate 𝜇𝑖𝑡, which is achieved by subtracting the 

previous value of each term (as shown in the two equations below). 

𝑦𝑖𝑡 − 𝑦𝑖,𝑡−1 = 𝛿(𝑦𝑖,𝑡−1 − 𝑦𝑖,𝑡−2) + 𝛽(𝑥′𝑖𝑡 − 𝑥′𝑖,𝑡−1) + 𝑢𝑖𝑡𝜀𝑖𝑡 − 𝜀𝑖,𝑡−1    (4.2) 

𝛥𝑦𝑖𝑡 = 𝛿𝛥𝑦𝑖,𝑡−1 + 𝛽𝛥𝑥′𝑖𝑡 + 𝛥𝑢𝑖𝑡        𝑡 = 2, . . . , 𝑇    (4.3) 

Anderson and Hsiao (1981) propose a two-stage least squares (TSLS) approach to estimate the 

independent variables and covariates. In the first stage, all variables are regressed on the set of 

instruments using OLS, and in stage two, values from the first stage are fitted into the original 

model to drive the instrumental variable estimated for 𝛿 and 𝛽. Moreover, Arellano (1989) finds 

that for simply dynamic error components models, the estimate that uses differences 𝛥𝑦𝑖,𝑡−2 rather 

than levels 𝑦𝑖,𝑡−2 for instruments has a singularity point and very large variances over a significant 

range of parameter values. In contrast, the estimator that uses instruments in levels, 𝑦𝑖,𝑡−2, has a 

much smaller variance and is therefore recommended. Thus, in my paper, I use 𝑦𝑖,𝑡−2 as an 

instrument for  𝛥𝑦𝑖,𝑡−1 = (𝑦𝑖,𝑡−1 − 𝑦𝑖,𝑡−2). 

The baseline regression equation in my paper is a dynamic panel regression as follows, which 

heavily follows the design from Park et al. (2014): 

𝐹𝐼𝑖𝑡 = 𝛿𝐹𝐼𝑖,𝑡−1 + 𝜆𝐿𝑖𝑡 + 𝜋𝑃𝐵𝑖𝑡 + 𝛾𝐶𝑖𝑡 + 𝜃𝑄𝐸𝑡 + 𝛽′𝑋𝑖𝑡 + 𝜌𝐶𝑅𝐼𝑆𝐼𝑆𝑖 + 𝛼𝑖 + 𝜏𝑡 + 𝜀𝑖𝑡  (4.4) 

where 𝐹𝐼𝑖𝑡 is capital flows into country i at t. Capital inflows are transmitted via three channels: 

liquidity (𝐿𝑖𝑡), portfolio balance (𝑃𝐵𝑖𝑡), and confidence (𝐶𝑖𝑡). In particular, the liquidity channel 

𝐿𝑖𝑡 is measured by the U.S. 3-month Treasury bill rate. The portfolio balance channel 𝑃𝐵𝑖𝑡 is 

captured by the U.S. yield spread, the difference between yields on 10-year U.S. bonds and 3-

month bills8. The confidence channel is measured by the Volatility Index (VIX). 

 
8
 Park et al., (2014) also include real interest rates. However, due to substantial missing values in the real interest rates 

I collected, I rely on the U.S. yield spread to represent the portfolio balance channel. Interestingly, while the interest 
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The impact of QE is derived from four dummy variables: allQE, which takes the value of one 

during the three QE periods and zero otherwise, and individual QE dummies—QE1, QE2, and 

QE3. The explanatory variables also include some additional time-varying country-specific 

controls  𝑋𝑖𝑡 such as GDP, country rating, and crisis dummy (𝐶𝑅𝐼𝑆𝐼𝑆𝑖) that take the value of one 

between 2008Q3 and 2009Q3 and zero otherwise. Meanwhile, I also include CAPITAL CONTROL 

as one special control variable to capture the nation’s protective policies by accounting for the 

openness of each country’s capital market. A detailed investigation into CAPITAL CONTROL is 

conducted in the next section. Finally, the country fixed effect and time fixed effect are also 

included, which are captured by 𝛼𝑖 and 𝜏𝑡 respectively.  

As discussed previously, the introduction of the lagged dependent variable biases the estimates. 

Thus, in addition to the FE model with lagged dependent variable, I employ the first-differenced 

instrumental variable (FDIV) method to avoid bias in dynamic panel regression. Equation 4.4 can 

be transformed into the FDIV regression (the AH approach) by first differencing the model and 

using 𝐹𝐼𝑖,𝑡−2 as an instrument for 𝛥𝐹𝐼𝑖,𝑡−1 = (𝐹𝐼𝑖,𝑡−1 − 𝐹𝐼𝑖,𝑡−2).  In the next section, I will present 

results derived from both the standard FE model with lagged inflows and the FDIV model. 

V. RESULTS 

As alluded to in the previous section, Table 1 demonstrates the empirical results that are derived 

from the baseline regression equation 4.4. Columns [1] and [2] report estimates relying on the FE 

models with lagged capital inflows. Whereas columns [3] and [4] employ FDIV to account for the 

endogeneity of the lagged dependent variable. Each regression model includes three channels and 

basic controls to account for the transmission of QE and country-specific time-invariant effects, 

respectively.  

 
rate differential between the developing country vis-à-vis the U.S. (calculated from real interest rates) is included in 

Park et al. (2014), its estimate is not statistically significant. 
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In particular, the coefficient on lag inflows is positive across all regression models and 

specifications, indicating some degree of persistence in the dependent variable. The coefficient of 

lagged net capital inflows ranges between 0.011 and 0.178, which is less pronounced than what 

has been reported in other comparable studies (Lim et al., 2014; Park et al., 2014), but is expected 

as I only select ten EMEs to include in my analysis. Granted that the lagged inflows are significant 

for estimates utilizing FE models but not for estimates using FDIV, the positive relationship 

supports the dynamic of capital inflows.  

Meanwhile, there is a positive relationship between QE episodes and capital inflows as the 

estimates of the coefficients are all positive. QE1, QE2, and QE3 are included separately in 

columns [2] and [4], with the coefficient of QE1 being the greatest, which implies the largest 

impact QE1 has in increasing the capital flows into EMEs. The coefficient of QE1 increases even 

more after accounting for the endogeneity of lagged inflows. The magnitude of the coefficient 
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decreases for QE2 and QE3, suggesting that LSAPs were more efficacious in the earliest QE 

episode than in the later ones, which is consistent with what previous literatures have found (Lim 

et al., 2014; Park et al., 2014). However, except for QE1 in columns [2] and [4] and QE2 in column 

[2], none of the coefficients of individual QE periods are indistinguishable from zero across all 

specifications. In addition to different methodology employed9, such outcome requires further 

investigation of the sample and the relationship between independent and outcome variables10. 

Overall, the impact of QE1 was the largest and the impact of QE3 was the smallest. In fact, the 

impact of QE1, on average, is associated with an increase in capital inflows by 5.20%, as 

demonstrated in column [4]. I also ran the same set of regressions for untransformed capital flows 

(Appendix, Table 4). Table 4 shows similar results, with QE1 continuing to be the largest and 

statistically significant estimate among other QE episodes. Table 1 shows that QE1 had the greatest 

influence on capital flows into EMEs. 

Besides, to the degree that QE had an impact on the fundamentals, evidence suggests that it was 

transmitted across all three channels. The 3-month Treasury bills are negative and significant in 

columns [3] and [4], which is consistent with how QE reduced the liquidity premium and raised 

yields on short-term bills, which then functioned as a substitute for EMEs’ assets, lowering 

financial inflows. The negative and highly significant coefficient of the yield curve supports the 

preferred-habitat theories, where investors prefer a particular segment of the yield curve. Lastly, 

there is evidence that confidence effects are prevailing: the coefficient on the VIX is highly 

significant and negative. Similar results can be observed in the untransformed capital inflows 

(Appendix, Table 4). Taken together, these significant variables are consistent with Lim et al. 

(2014) in that the measures tend to be global “push” factors of abundant liquidity (falling 3-month 

bill rates), portfolio rebalancing away from long bonds (a flattening yield curve), and increased 

confidence in risky assets (a shrinking VIX). 

A. Openness of the Capital Market 

Given the nature of different regulation rules implemented by different central banks, either tight 

or accommodative, the introduction of capital controls11 as one of the control variables offers 

additional insight into the spillover effects of QE on capital inflows to EMEs and is suggested by 

researchers as an influential control variable to include into the analysis (Fofack et al., 2020). In 

fact, capital controls are the nation’s protective policies to regulate the capital flow in and out of 

the country’s capital account. Collecting and summing up 62 categories covering restrictions on 

capital inflows from the IMF AREAER database, I use two variables to demonstrate the level of 

openness of a country’s capital market: 1) CAPITAL CONTROL, a score illustrating capital 

 
9
 Lim et al., (2014) employ LSDVC and Park et al., (2014) use AB GMM. Most of the QE coefficients are statistically 

significant in their studies. They also incorporate a large sample including more than 60 countries. 
10

 This will be discussed extensively in the next section. 
11

  Capital controls or restrictions represent any measure taken by a government, central bank, or other regulatory 

body to limit the flow of foreign capital in and out of the domestic economy. Some measures include limits on 

securities, investment portfolios, controls on financial derivatives and instruments, etc. Based on the 62 categories in 

the IMF AREAER database, controls on capital transactions involve repatriation requirements, controls on capital and 

money market instruments, controls on derivatives and other instruments, etc. 
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restrictions ranging from 0 to 62, with 62 being the highest restriction level, and 2) DECREASE 

IN OPENNESS, a dummy variable takes the value of one if country i shows an increase in Capital 

Control in any of the three QE episodes and zero the opposite. Table 2 reports the same estimates 

produced by the FDIV method on both the untransformed capital inflows and log-transformed 

capital inflows. CAPITAL CONTROL and DECREASE IN OPENNESS are included to examine 

and account for the impact of capital restrictions.  

Overall, the introduction of capital controls doesn’t induce any substantial fluctuations in key 

estimates. The relationships between all the QE episodes and capital inflows remain positive across 

all specifications. The positivity and statistical significance of QE1 are continuously observed from 

the results, where QE1 is largely associated with the increase in capital inflows to EMEs, after 

controlling the level of openness.  
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Interestingly, the signs of the two capital control variables are opposite; the two in Panel A are 

negative, but the two in Panel B are positive and even statistically significant. The negative 

relationship between capital controls and capital inflows in Panel A suggests the effectiveness of 

capital restrictions in limiting the flow of foreign assets into the domestic market. Whereas the 

sign is positive and, most importantly, significant in Panel B, supporting that more capital 

restrictions imposed by one country would lead to more net capital flows into the EMEs. One 

economic explanation is derived from the equation below: 

𝑁𝑒𝑡 𝐶𝑎𝑝𝑖𝑡𝑎𝑙 𝐼𝑛𝑓𝑙𝑜𝑤𝑠 = 𝐼𝑛𝑓𝑙𝑜𝑤𝑠 − 𝑜𝑢𝑡𝑓𝑙𝑜𝑤𝑠 

where capital restrictions also effectively limit the flow of assets out of the domestic market and 

thus increases net capital inflows. However, the opposite and inconsistent sign resulting from log 

transformation is still a mystery and requires further investigation.  

VI. DISCUSSION 

 This paper aims to evaluate the spillover effects of unconventional monetary policy on the 

capital flows into ten big emerging market economies. The paper follows closely the design of the 

model employed by Park et al. (2014) to look at the impact of QE on the capital flows into EMEs 

in its use of three transmission channels and lagged inflows. The results of my research are in line 

with the findings of relevant studies in the field. I find that QE1 increased capital flows into EMEs 

by 2.97% (Table 1, column [2]) or 5.20% (Table 1, column [4]); this is consistent with Park et al. 

(2014)’s finding that QE1 increased capital inflows to developing countries by 2.60% when 

compared to other QE episodes. They also find that when the QE dummy interacts with the Asia 

dummy, the estimated coefficient is quite large and statistically significant, indicating that capital 

flows to Asian countries were especially large during QE. Table 1 shows that when the log-

transformed capital inflows are adopted, the impact of QE1 on capital inflows is more positive 

when compared to the model using untransformed financial inflows (Table 4). The log values of 

capital inflows, as well as their lag inflows, can better mitigate the repercussions of large variation 

and suspicious outliers in the distribution of capital inflow (see Table 3 for summary statistics). 

Comparing two regression models (FE vs FDIV), I discovered that QE1 had a greater and 

statistically significant influence on capital inflows across all specifications; in particular, the 

coefficient of QE1 rises from 2.97 to 5.20 (Table 1, columns [2] and [4]), holding other variables 

constant.  

As pointed out previously, QE1 is consistently significant across all models and specifications in 

my study, suggesting that the impact of QE1 is robust under different methodologies and 

introduction of control variables. However, allQE, QE2, and QE3 are only statistically significant 

under specific econometric methods, and it’s different from previous literature looking at a large 

number of developed and developing countries (Lim et al., 2014; Park et al., 2014)12. I suspect that 

such a difference might be due to the sample size as well as the econometric methodology used. 

However, my finding is in line with Park et al. (2014) when they interact individual QE dummies 

with the Asian dummy and find that only the coefficient of the QE1 dummy is statistically 

significant, suggesting that capital flows to Asia were particularly large during QE1, but not QE2 

 
12

 Most of the QE dummies are positive and statistically significant in their studies. The sample size is also big 

(around 60 countries). 
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and QE3. Overall, my findings support previous researchers’ findings that there is a positive 

relationship between QE and capital inflows and the spillover effects of QE on capital inflows had 

the largest influence in QE1 and QE3 the smallest (Table 1, column [4]). 

A. Limitations 

One big concern in this analysis is that non-significant results, especially for QE2 and QE3, could 

be caused by the sample size and, most importantly, the methodology used as the lagged dependent 

variable introduces endogeneity. The use of the FDIV method mitigates this concern to some 

extent. However, the FDIV estimation method could lead to consistent but not necessarily efficient 

estimates of the parameters in the model because it does not make use of all the available moment 

conditions and does not consider the different structures of the residual disturbances (Baltagi, 

2005). Arellano and Bond (1991) proposed a generalized method of moments (GMM) procedure 

in which the results indicate negligible finite sample biases in the GMM estimates and substantially 

smaller variances than those associated with the IV estimators introduced by Anderson and Hsiao 

(1981). Given the complexity of AB GMM, the LSDVC (bias-corrected LSDV) model was 

proposed as an alternative approach to the IV and GMM estimators as it is calculated as a bias 

correction to the LSDV estimator (Msoni, 2018). Most importantly, Judson and Owen (1999) show 

that the LSDVC may outperform the IV and GMM estimators for smaller panels and find strong 

evidence suggesting that the LSDVC performs very well when N is small. Given that FDIV is 

more viable and manageable for my paper, I suggest that future research can rely on the other two 

methodologies to further mitigate the endogeneity issue brought by lagged dependent variables.  

Moreover, the conflicting sign of the coefficients on capital controls in Table 2 requires deep 

investigation. To my knowledge, no studies have incorporated capital restrictions as either a score 

or a dummy variable into the regression model when examining the spillover impact of QE. Capital 

Control is included frequently in studies discussing QE tapering (Eichengreen and Gupta, 2014; 

Park et al., 2014). However, the inclusion of capital restrictions is suggested by researchers as an 

important measure to mitigate the spillover effects of QE (Fofack et al., 2020), supporting it’s 

being considered as one control variable. Given the concern of sample size, future studies 

interested in capital restrictions can incorporate a larger sample size as there is no guarantee that 

in small samples the FDIV estimates will possess finite second-order moments, or in other words, 

consistent estimates (Anderson and Hsiao, 1981).  

One possible reason for the opposite sign on the estimates of capital restrictions can be traced to 

the log transformation. In particular, since net capital inflows involve negative values, in order to 

convert them to the log format without generating missing values, I log transform the absolute 

value first, and then put a negative sign in front of the observation where the original capital inflow 

is negative. This method is frequently used when log transforming negative values. Researchers 

also suggest scaling up to make all values positive by adding an arbitrary number and then log 

transform to maintain the normality of the variable13. This method is employed in the paper, and 

results are reported (Appendix, Table 7). According to Table 7, the coefficients on the estimates 

 
13

 In this paper, I use the smallest capital inflows (-49832.7) as the “arbitrary number.” The STATA command is 

essentially log(capital inflows + abs (minimum) + 1) to make sure that there are no missing variables. Through this 

log transformation method, there is one normal distribution in the capital inflows variable. However, the magnitude 

and characteristics of the former negative values are lost. 



Issues in Political Economy, 2022 

 

19 

 

of capital controls, especially Decrease in Openness, are negative, supporting the theory that more 

capital restrictions lead to fewer capital inflows. Even though the relationships between QE 

episodes and capital inflows are positive, QE1 loses its magnitude and significance. Compared to 

the second method, taking the log of the absolute value of capital inflows (used in Table 1 and 

Table 2) is somewhat better as it considers the unique pattern of all kinds of capital inflows. 

However, no matter which method is incorporated to log transform the negative values, both two 

methods are criticized by researchers who have not come up with one method that addresses all 

concerns. Future studies should pay attention when log transforming negative capital inflows as 

this approach is utilized frequently by researchers (Lim et al., 2014; Park et al., 2014; Msoni, 

2018).  

Another explanation might be China. China has unique macroeconomic conditions and a 

government stance on cross-border flows. Although it embarked on a series of initiatives to 

liberalize its capital account in early 2000, capital controls remain largely in the segment of bank 

flow (Xu and La 2017). This is supported by the capital control score for China being the highest 

of all time in my sample, ranging between 55 and 58 out of 62. A regression model excluding 

China is reported (Appendix, Table 5). Even while all QE and QE2 are positive and statistically 

significant (Panel A), such relationships are not consistent for the log-transformed capital inflows 

and the issue of capital control still prevails. In general, the impact of QE1 remains the greatest. 

Besides, caution should be applied when evaluating estimates for different types of investments. 

Given that not all flows are created equal and different forms of financial flows can be expected 

to respond differently to the effects of QE, a different story is expected to emerge when analyzing 

the composition of capital flows. Park et al. (2014) decompose capital flows into loans, bonds, 

equity, and FDI and find that the impact of QE is largest for loans; bonds and equity flows are 

more influenced by the modeled three channels. Interestingly, FDI flows are not much influenced 

by QE. All three channels, similar to my finding, are not statistically significant, and the coefficient 

of the QE dummy is even negative (Appendix, Table 6).  

For future examination of the impact of QE, sample size and econometric methodology need to be 

paid more attention to. Because the “statistical noise” decreases with the sample size, any amount 

of noise can be potentially averaged out by using a large enough sample size. Studies investigating 

the impact of QE and employing dynamic panel models tend to have a large sample size, which 

greatly mitigates the variance of the response data (Lim et al., 2014; Park et al., 2014). 

Interestingly, Msoni (2018) examines the impact of QE on capital inflow to BRICS (small N) and 

finds statistically significant results for most of the QE variables. The primary econometric 

methodology Msoni (2018) used is AB GMM, where the results indicate negligible finite sample 

biases and substantially smaller variances than those associated with the IV estimators introduced 

by FDIV (Arellano and Bond, 1991). Thus, the FDIV estimation method could lead to consistent 

but not necessarily efficient estimates of the parameters in the model because it does not make use 

of all the available moment conditions (Baltagi, 2005), rendering the estimate to be non-

significant. Future studies interested in the spillovers of QE should compare other econometric 

methods with the FDIV or have a large sample size to guarantee the efficiency of the estimates 

across different specifications. Overall, the positive and statistically significant coefficient on QE1 

across different specifications in my paper confirms it to be the most effective QE episode that had 

the greatest impact on capital inflows in EMEs. 
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VII. CONCLUSION 

During the GFC, advanced economies embarked on massive unconventional monetary expansions, 

epitomized by the U.S. Fed’s three rounds of QE, to support financial stability and economic 

growth. The central objective of my paper is to empirically investigate the spillover effects of QE 

on capital flows into EMEs. Using country-level capital inflows data from the quarters between 

2000Q1 and 2013Q2 to conduct a dynamic panel model analysis, this paper finds evidence of a 

positive relationship between QE and capital inflows to EMEs. In particular, my analysis 

reconfirms earlier studies suggesting that QE1 had a much larger, and statistically significant, 

effect on capital flows than QE2 or QE3. One of the policy lessons emerging from my empirical 

findings is that there is no evidence that countries implementing capital restrictions witnessed 

fewer capital inflows as the estimates demonstrate non-significant and inconsistent signs on the 

coefficients, but this statement can be largely qualified. While my evidence does not support the 

direct effectiveness of capital controls, they can still be useful preemptive measures that restrain 

domestic credit expansion and financial market instability caused by large capital inflows.  
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APPENDIX 

 

 

Figure 1: Quarterly Capital Inflows to EMEs, 2000Q1-2013Q2 
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