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 While an outlying few have enjoyed enormous success regardless of their choice to forgo 

a higher, formal education, empirical observations serve testament to the advantages of attending 

college.  Increased starting salaries, higher earning trajectories, and the intangible benefits of 

living and studying in a socially robust and educationally stimulating environment are among the 

fruits enjoyed by those who decide to attend college.  Here it is worth noting that the above 

diction has been specified carefully, as—despite predispositions resulting from uncontrollable 

factors such as the environment in which one is raised—the decision to attend college is just that: 

a decision.  This begs the question of which individuals are making the decision to pursue a 

college education, and of those who are what incentives are among the primary contributors.  In 

what follows, the answers to both these questions will be unveiled.    

  

I. LITERATURE REVIEW 
 

Recent literature regarding the decision to attend college has been focused on the socio-

economic factors that predispose some individuals to be more likely to have the opportunity of a 

higher education than others.  Determining these factors, as well as the magnitude of their 

respective influences, has been the task of economists, sociologists, and academics alike.  

Specifically, there has been an observable increase in female enrollment, and studies by Susan L. 

Averett, Mark L. Burton, and Alison Aughinbaugh suggest that women might be attending 

college for different reasons than men. 

 Averett and Burton (1996) examined the decision to go to college, and how that decision 

might be influenced by different incentives for men and women.  They assert that this decision is 

a function of family background characteristics, such as: financial constraints (number of 

siblings, race, ethnicity), tastes (parental occupation; access to library cards, magazines, and 

newspapers when growing up; religion; and region of residence in adolescence), as well as the 

expected future earnings differential between college and high school graduates (the college 

wage premium).  They also utilize AFQT test scores from the NLSY97 as an indicator of ability.  

They observed that men’s decision to attend college is motivated by the college wage premium, 

while the college wage premium is an insignificant factor in the decision for women.  In addition, 

they found support for the comparative advantage hypothesis, which suggests that individuals 

self-select themselves into the education that maximizes their utility.     

 Their results show that both men and women who attend college—as opposed to just high 

school—have better educated parents, fewer and better-educated siblings, AFQT scores that are 

nearly twice that of those who do not attend college, higher labor force participation rates, and 

are far more likely to have parents who held professional jobs.   

 Averett and Burton (1996) also highlight the phenomenon that since men have 

traditionally participated in the labor force, regardless of education, there is not a significant 

correlation between men attending college and joining the labor force.  Women, on the other 

hand, do show a correlation between the probability of attending college and participating in the 

labor force.  This has been an emerging trend, and suggests that women’s decision to attend 

college is more oriented around the intent to join the labor force than that of men.   

 In a more recent study, Alison Aughinbaugh (2008) used data from the NLSY97 in order 

to identify the factors that influence two decisions: first, the decision of whether or not to attend 
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college, and second, of those who do attend, who decides to stay in college.  Aughinbaugh 

begins the article by conveying the motivation of her study, using the work of Day and 

Newberger (2002) to show that those who attend college earn significantly more money 

throughout their lives than those who do not.  More specifically, someone with a bachelor’s 

degree earns about a third more than someone who attended college but did not earn a degree.  

Those with a bachelor’s degree earn about twice as much as those who never attended college.  

Evidently, the decision to attend college—and the subsequent decision to stay in college—

significantly impacts the course of one’s professional life, and as such Aughinbaugh sought to 

determine what influences these decisions. 

 Aughinbaugh’s analysis uses data collected up through the 8
th

 round of the NLSY97.  Her 

sample consists of 6,580 respondents who were interviewed at age 21 or older, ensuring that the 

respondents were observed once they have been in college for at least 12 months.  The 

independent variables considered were gender, race/ethnicity (Black, Hispanic, or mixed), age at 

last interview, family background characteristics (such as: family income in 1996, mother’s 

education, father’s education, mother’s age at first birth, and whether the respondent lived with 

both parents at age 12), and educational characteristics (such as: high school grades, ASVAB 

scores, and a dummy variable for whether or not one took the SATs or ACTs).   

 The data showed that approximately 49 percent of the sample attended college by age 20; 

within that 49 percent, 40 percent started at a 2-year college while 60 percent started at a 4-year 

college.  Those who did attend college by age 20 had parents who attained more schooling, had 

higher levels of family income, had mothers who were older at the birth of their first child, and 

were more likely to have lived with both parents at age 12 than their non-college-attending 

counterparts.  Additionally, those who did attend college by age 20 had higher high school 

grades and higher ASVAB scores than those who did not.  

 Aughinbaugh goes on to demonstrate that both the background characteristics and the 

high school achievement of students who initially entered a 4-year college differ from those who 

initially enter a 2-year college.  Specifically, respondents who first attend 4-year colleges were 

more likely to be female and less likely to be black or Hispanic, compared to those who initially 

entered a 2-year college.  Furthermore, as opposed to the respondents who initially enrolled in 2-

year colleges, those in 4-year colleges had higher family incomes in 1996, had better educated 

parents, had mothers who were older at the time of their first birth, were more likely to have 

lived with both parents at age 12, and performed better in high school and on the ASVAB test.  

 Aughinbaugh used a series of logit equations of the form: 

 

(1) Ci = Xi1 + Xfi2 + Xhsi3 + I 

 

in order to further examine how the respondent’s characteristics are related to his/her decision to 

go to and remain in college.  Ci is a dependent variable indicating the respondent’s decision 

about college.  Xi is a set of exogenous individual characteristics, Xfi is a set of family 

characteristics, Xhsi is a vector describing high school outcomes,  is the individual error term, 

and the ’s are the parameters to be estimated.   

 Regression results show that—with a full set of controls included in the estimation—

blacks and hispanics are 11 and 8 percent, respectively, more likely to attend college by age 20 

than their white counterparts.  Furthermore, controlling for the full set of regressors suggests that 

men are 7 percentage points less likely than women to go to college.  Not surprisingly, the results 

also show that youths with more advantaged family backgrounds (high family income, better-



  Issues in Political Economy, 2013 

  

129 
 

educated parents, older mothers at age of their first birth, and higher likelihood of living with 

both parents are age 12) and higher levels of high school achievement are more likely to attend 

college.  

 Averett, Burton (1996), and Aughinbaugh (2008) all found that possessing the logically 

advantageous individual and family characteristics included in their studies increased the 

likelihood of college attendance.  Specifically, having higher ability—as measured by the AFQT 

and ASVAB—, better educated parents, and greater financial stability were among the studies’ 

parallel factors that demonstrated positive impacts on the likelihood of college attendance.  

Furthermore, the studies mentioned also found evidence supporting the continued divergence of 

college enrollment rates for men and women, with women enrolling at an increasingly higher 

rate than men.   

In summary, our review of the existing literature offers three key insights that will drive 

the course of the remainder of this paper: (a) confirmation of the benefits associated with 

pursuing a higher education in regards to  post-college employment opportunities and earning 

trajectories; (b) a look at the significant determinants of college attendance in terms of personal 

demographic information, family circumstances and high school achievement; and (c) 

confirmation of the existence and persistence of the trend of increased college enrollment for 

females.  These three findings, combined with the fact that we are conducting our research as 

male college students at an institution that we chose to attend, inclined us to delve deeper into 

this topic.  Accordingly, our contribution to the current literature will be as follows: Given that 

the data from our study comes 20 years after that of Averett and Burton (1996), our results will 

illuminate the behavior of the variables included throughout that time period, and in turn will 

offer potentially valuable predictive information concerning which factors will continue to 

contribute to the likelihood of college attendance.  Furthermore, the results of our Chow-test will 

provide an updated look at the differences in the factors that contribute to the college attendance 

decision between men and women.  In doing so, we observe and demonstrate the persistence of 

the trend of increased female college enrollment.      

 

II. DATA DESCRIPTION 
  

 We chose to extract our data from the National Longitudinal Surveys of Youths 1997. 

The NLSY97 consists of a nationally representative sample of approximately 9,000 youths who 

were 12 to 16 years old as of December 31, 1996. Round 1 of the survey took place in 1997. In 

that round, both the eligible youth and one of that youth’s parents received hour-long personal 

interviews. Individuals continue to be interviewed on an annual basis (NLSY97).  Here are our 

descriptive statistics of the variables in our model. 
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Table 1 

 
 As our intent is to examine the determinants of the respondents’ decisions as to whether 

or not to attend college, we chose a binary dependent variable that indicated college attendance.  

To find our dependent variable we used a variable from the NLSY97 called highest grade 

completed ever; this consists of a variety of categories such as: if the individual never completed 

high school, the individual completed high school, the individual earned his GED, the individual 

went to a 2-year college, the individual attended a 4-year college, the individual earned a BA, the 

individual earned a Masters, and the individual earned a doctorate. We split this variable into two 

categories; COLLEGE = 1 if the individual attended COLLEGE for 4 years or greater and 

COLLEGE = 0 for everything below attending college for four years. Just over 22 percent of 

individuals attended college for four years or more.  

 Our second variable is a dummy variable indicating whether or not the respondent grew 

up in an urban environment. This was created from a variable in the NLSY97 called REGION. 

REGION consisted of URBAN, RURAL and unknown region. Just over 77 percent of individuals 

live in an urban environment.  For our next dummy variable—an indicator of race—we split a 

race variable from the NLSY97 to four subcategories; WHITE, BLACK, HISPANIC and NON-

HISPANIC MIXED RACE. We chose to have our RACE variable take a value of 1 if the 

respondent was white, and zero otherwise.  Just fewer than 52 percent of the individuals are 

white, 26 percent of the individuals are black, 21 percent of the individuals are hispanic and just 

less than 1 percent of the individuals are non-hispanic mixed race.  Our final dummy variable 

was an indicator of gender, holding a value of 1 if the respondent is FEMALE and 0 if MALE. 51 

percent of the individuals were male and 49 percent of the individuals were female.  

 Our next set of variables was included to encapsulate the respondents’ family situations.  

Specifically, we chose the educational achievement of both one’s mother (MEDUC) and father 

(FEDUC), as we suspect that better-educated parents are more inclined to invest in their 

children’s educations.  On average, the individuals’ fathers had approximately 13 years of 

education and on average the individuals’ mothers had just over 12.5 years of education.  Our 

next variable was a measure of one’s family income (FAMINC07) as of 2007.  The mean annual 

family income at this time was $57,384.  With that said, it is important to note that the standard 

deviation of $54,579 suggests that our sample included a range of both low-income and high-

income families.   

 The final variable, SAT math score (SATMATH), was included as a measure of one’s 

cognitive ability.  We initially included respondents’ SAT verbal (SATVERBAL) scores as well, 

however—given their high correlation with SAT math scores and their statistical insignificance 

in our regression—we dropped the variable.  The NLSY97 standardizes SAT score variables to a 

range of 1-6, where a value of 1 indicates that the respondent received 200-300, 2 if the 
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individual received 301-400, 3 if the individual received 401-500, 4 if the individual received 

501-600, 5 if the individual received 601-700 and lastly a 6 if the individual received 701-800.  

The mean of the SAT math variable, 3.78, thus indicates that the average SAT math score among 

respondents was in the latter half of 401-500. 

  

III. CONCEPTUAL FRAMEWORK 
 

 In the pursuit to increase one’s human capital, attending college seems to be a logical step.  

Essentially, people feel that the costs associated with college enrollment are outweighed by the 

benefits of higher earnings down the road.  In terms of net present value, the costs of paying for 

college—as well as the income foregone by attending college instead of joining the labor force 

immediately—are a worthwhile investment due to differences in starting salaries and earnings 

trajectories.  In fact, work done by Jennifer Cheeseman Day and Eric C. Newburger shows that 

those who with a bachelor’s degree earn almost twice as much as individuals with just a high 

school diploma.  Evidently, attending (and completing) college proves advantageous for those 

looking to maximize their worth. 

 Yet, the decision to pursue a college education is one that is influenced by a variety of 

factors, and some people may be more likely than others to have that opportunity.  To begin, 

college tuition is expensive, and the law of demand suggests that the higher the price of an 

education, the lower the demand will be.  Accordingly, family income might be a significant 

determinant in the decision to attend college.  Another family characteristic that may influence 

ones decision to attend college includes the education levels of one’s parents.  Becker’s theory of 

human capital leads us to suspect that parents who themselves attended college might be more 

inclined to send their children to college, as the decision to invest in human capital hinges on a 

rational cost-benefit analysis of the return to investment, as well as cultural influences  (Becker 

1975).  In other words, parents view investing in their children’s educations partially as means to 

acquire financial stability for themselves at some point down the road.   

Some individual exogenous variables that are worth examining in regards to one’s 

likelihood of attending college include gender, race, and the region in which one was raised. 

Finally, it is reasonable to believe that one’s level of high school achievement might be 

indicative of the decision to attend college. 

 In 2008, Alison Aughbaugh tested a similar set of variables to determine what factors 

influence the decisions to both attend college and to stay enrolled for more than one year.  She 

regressed a dummy variable indicating one’s decision regarding college on a set of exogenous 

individual characteristics, a set of family characteristics, and a vector conveying high school 

outcomes.  The results show that, after controlling for a full set of variables, blacks, Hispanics, 

and females are more likely to attend college than their white male counterparts.  Furthermore, 

those from more privileged family backgrounds (high family incomes and better educated 

parents) and those who performed well in high school are more likely to go to college.  We are 

looking to focus on the gender variable and hope to find significantly different intercepts and 

slopes for the regression equations of males and females.  Aughbaughs study provides evidence 

supporting an emerging trend that women are becoming increasingly more likely than men to 

attend college, and if the Chow test described above produces significant results, it may suggest 

that men and women are choosing to attend college for different reasons.  Figure 1, below, 

displays the time series of college enrollment rates for men and women.  The graph indicates that 
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more women were enrolling in college than men by the late 1980’s, and also conveys the 

continued divergence. 

 

Figure 1 

 
(US Bureau of Labor Statistics) 

 

Our conceptualized prediction equation is as follows: 
 

            
                                                                                
 
                                                                                  
                                            
 

IV.  EMPIRICAL SPECIFICATION 
 
 Our dependent variable reflects the decision of whether or not to attend college. This will 

hold values between 0 and 1, with 0 indicating no college and 1 indicating college enrollment. 

We felt that one’s family situation would be a useful indicator of the decision to attend college.  

A 1996 study conducted by Susan L. Averett, Mark L. Burton shows that those whose parents 

have attended college are more likely to attend college themselves (with nuanced results for the 

correlations between mothers and fathers and sons and daughters), and a 2008 study by Alison 

Aughinbaugh has confirmed the persistence of this seemingly reasonable trend.  As such, our 

first independent variable will be mother’s education and our second will be father’s education.  

For our third independent variable associated with one’s family situation, we chose family 

income.  This was for both the obvious reason that college can be expensive—and thus higher 

income families are more able to afford the costs of college than low income families—and also 

because a large family income might be associated with a well-paying job, which itself may be a 

result of attending college.  

In order to attempt to account for the difficulty in capturing one’s ability, we initially 

included independent variables for SAT Math, SAT Verbal, and ACT scores, which have been 
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generally regarded as good indicators of cognitive ability.  Typically, higher standardized test 

scores have been associated with a higher likelihood of college enrollment, ceteris paribus. Our 

next two independent variables are for race and gender.  We chose to include race because both 

Averett and Burton, and Aughinbaugh’s studies have shown that certain races are more likely to 

attend college than others.  Finally, we chose to include a gender variable due to the emerging 

trend that females are now more likely to attend college than males.  The existing literature 

suggests that males and females might have different incentives motivating their decision of 

whether or not to attend college.  As such, we are going to split our data set based on the gender 

variable in order to see if the regressions have significantly different slopes and intercepts for 

males and females.  If the results of the aforementioned Chow-test convey significance, then 

such a split would be appropriate.   

Prior to such a split, our pooled prediction equation is as follows: 

 

                                                  

                         
 

The fully interacted model for the Chow test is as follows: 

 

                                                       

                                   

                                       

                                      
 

The two models after the split are as follows: 

 

                                                    

                      
 

                                                  

                      
 

If these two models have significantly different coefficients, then it is worthwhile to split 

the model by gender as the decision to attend college might be influenced by different factors 

between men and women. 

 

V.  RESULTS 
 

 Table 2 provides estimation results for linear and probit models that regress urban, white, 

and female dummy variables, as well as a set of family characteristics and standardized test 

scores, on a dichotic college variable.  The following interpretations are derived from our four 

linear models.   

 Column (2) depicts the OLS estimates for our main regression model, which includes the 

aforementioned dummy variables, as well as measures of the individual’s father’s education, 

mother’s education, and family income in the year 2007.  We chose this model as our main 

regression due to the facts that it had the highest number of observations (3602) and all of the 
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regressors are statistically significant at the 0.01 level.  The model explains 15.2 percent of the 

variability in the decision to attend college.    

 

Table 2 

 (1)Linear (2)Linear (3)Linear 

Robust 

(4)Probit (5)Probit (6)Probit 

Robust 

VARIABLES COLLEGE COLLEGE COLLEGE COLLEGE COLLEGE COLLEGE 

       

URBAN 0.023 0.067*** 0.0265 0.075 0.199*** 0.199*** 

 (0.033) (0.017) (0.033) (0.096) (0.054) (0.054) 

WHITE 0.120*** 0.102*** 0.113*** 0.331*** 0.378*** 0.378*** 

 (0.030) (0.016) (0.025) (0.087) (0.050) (0.064) 

FEMALE 0.119*** 0.101*** 0.119*** 0.366*** 0.327*** 0.327*** 

 (0.026) (0.014) (0.025) (0.078) (0.046) (0.045) 

FEDUC 0.024*** 0.022*** 0.024*** 0.075*** 0.064*** 0.064*** 

 (0.005) (0.002) (0.005) (0.016) (0.006) (0.023) 

MEDUC 0.0151** 0.026*** 0.026** 0.047** 0.085*** 0.085*** 

 (0.006) (0.003) (0.006) (0.018) (0.008) (0.030) 

FAMINC07 -8.48e-08 4.47e-07*** -3.97e-08 -2.28e-07 1.33e-06*** 1.33e-06*** 

 (1.92e-07) (0.000) (1.91e-07) (5.87e-07) (0.000) (0.000) 

SATMATH 0.099***  0.089*** 0.273***   

 (0.011)  (0.142) (0.044)   

       

Constant -0.505*** -0.491*** -0.522*** -3.10*** -3.093*** -3.093*** 

 (0.076) (0.034) (0.071) (0.266) (0.122) (0.300) 

       

Observations 1242 3692 1221 1242 3692 3692 

R-squared 0.19 0.152 0.19    

Standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

 

  The results indicate that growing up in an urban environment increases the likelihood of 

attending college by 6.7 percentage points, ceteris paribus.  Being white increases the likelihood 

of attending college by 10.2 percentage points, while being female increases the likelihood by 

10.1 percentage points, ceteris paribus. 

 The results for the set of family characteristic variables indicate that each additional year 

of an individual’s father’s education increases his or her likelihood of attending college by 2.2 

percentage points, while an extra year of one’s mother’s education increases the likelihood by 

2.6 percentage points, ceteris paribus. Furthermore, an additional $10,000 of annual income 

increases the likelihood of college attendance by 0.422 percentage points, ceteris paribus. 

 The constant term of -0.491 implies that a non-white male, growing up in a non-urban 

environment, whose parents have no education and no family income, has zero years of 

schooling. However, it is unlikely that someone has zero years of schooling so the intercept does 

not have an intuitive explanation. 

 While the previous model does demonstrate statistical significance, it does not include an 

indicator of one’s ability.  In order to account for the bias that results from this omitted variable, 

a regressor representing respondents’ SAT Math scores were added to the main regression.  
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Doing so increased the R
2
 from 0.152 to 0.19, although the number of observations dropped from 

3692 to 1242.  

As stated earlier, the SATMATH variable ranges from 1-6, with 1 being a score of 200-

300, 2 being a score of 301-400, 3 being a score of 401-500, 4 being a score of 501-600, 5 being 

a score of 601-700 and lastly a 6 being a score of 701-800.  Accordingly, the coefficient off 

0.099 indicates that an additional 100 points on the SAT math section increases the likelihood of 

attending college by 9.9 percentage points. 

 The results from the second regression, displayed in Column (1), demonstrate that adding 

the SATMATH variable rendered the URBAN dummy variable insignificant at the 0.1 percent 

significance level.  That being said, the WHITE dummy variable remained significant at the 0.01 

level, and suggests that being white increases the likelihood of attending college by 12 

percentage points, ceteris paribus. The FEMALE dummy variable also remained significant at 

the 0.01 level, and shows that being female increases the likelihood of attending college by 11.9 

percentage points, ceteris paribus. 

 With the full set of regressors controlled for, an additional year one’s father’s education 

increases the likelihood of college attendance by 2.4 percentage points, while the equivalent 

statistic for one’s mother suggests a 1.51 percentage point increase, ceteris paribus. Interestingly, 

with the SATMATH variable included, family income is no longer a significant estimator of the 

decision to attend college.  

  

VI.  SPECIFICATION TESTS 
 

A. Multicollinearity 

 

One of the assumptions associated with running a classical linear regression (CLRM) is that 

there are no exact linear relationships among the regressors.  If there are one or more such 

relationships among the resgressors, it is referred to as multicollinearity.  While the issue of 

multicollinearity impacts most empirical studies, the following specification tests demonstrate 

the low extent to which our model is affected by this issue.  

 In order to detect for multicollinearity, we first checked for high, pair-wise correlations 

amongst our regressors.  Table 3 displays the correlations between our regressors.  The only 

significant correlation is between father’s education and mother’s education, with a correlation 

of 0.5072.  This relationship is reasonable, as educational achievement may be an influential 

factor in spousal selection.  That being said, there were no other significant correlations between 

our regressors. 

 Our next test to detect for multicollinearity was to look for high partial correlations 

between coefficients (refer to Table 4).  Once again, there is a significant partial correlation 

between the estimators for mother’s education and father’s education.  There were no other 

significant partial correlations.  

 The next test for multicollinearity was to check whether or not the F-statistics for our 

auxiliary regressions were greater than 10.  An auxiliary regression is a regression of each 

regressor on the remaining regressors (refer to Table 5).  Our first auxiliary regression regressed 

the urban dummy variable on all of our other right-hand side variables (white, female, father’s 

education, mother’s education, and family income as of 2007).  This regression yielded an F-

statistic of 14.41.  Since 14.41 is greater than ten, this test indicates collinearity issues.  
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 Our next auxiliary regression regressed the white dummy variable on the remaining 

regressors.  This model had an F-statistic of 91.89.  Being greater than 10, this F-stat is also 

indicative of collinearity.  The auxiliary regression with father’s education as the dependent 

variable yielded an F-statistic of 289.81, indicating high collinearity.  Similarly, the auxiliary 

regression for mother’s education has an F-statistic of 282.32, which also indicates high 

collinearity.  None of the remaining auxiliary regressions demonstrated significant collinearity.  

 Our final test for the detection of multicollinearity was an analysis of the variance 

inflation factors, or VIF’s (refer to Table 6).  The results of this test indicate significant 

collinearity if the VIF is greater than two.  None of our regressors had VIF’s greater than two, 

thus indicating a relative lack of multicollinearity amongst our regressors.  

 

B. Heteroskedasticity  

 

 The next specification tests required was to detect for heteroskedasticity, or non-constant 

variance of the error term.  In order to test for this, we first graphed a histogram of our squared 

residuals and checked for constant variance.  To the contrary, our histogram in Figure 2 

demonstrated non-constant variance, which is a sign of heteroskedasticity.  Next, we plotted our 

fitted values against our squared residuals—displayed in Figure 3 below—and once again saw 

evidence of heteroskedasticity. 

 

Figure 2  
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Figure 3 

 
  

 From here, we conducted a Breusch-Pagan test (refer to Table 7).  In such a test, the null 

hypothesis is one of homoskedasticity, while the alternative implies heteroskedasticity. Looking 

at the results from STATA we concluded to reject the null hypothesis due to the chi-square p-

value of 0.00, further indicating our model suffers from heteroskedasticity. (Refer to STATA 

specification test output) 

 Our final specification test for the detection of heteroskedasticity is the White test (refer 

to Table 8).  In such a test, we check the null hypothesis of homoskedasticity against an 

alternative hypothesis of heteroskedasticity.  From the p-value of the Chi-square test of 0.00, we 

can reject the null hypothesis and infer an issue of heteroskedasticity.  

  Ultimately, our model does suffer from heteroskedasticity.  Potential sources of this 

issue include the presence of outliers in our data and the mixing of observations with different 

measures of scale.  An example of the latter source is our family income variable, as there is a 

mix of high and low-income households.  The heteroskedasticity present in our model does not 

affect the bias or consistency of our OLS estimators, yet it does render our estimators less 

efficient and they are no longer the best linear unbiased estimators (BLUE)—they are now 

simply LUE.  To compensate for heteroskedasticity, we added the robustness test to our 

regression in Table 2.  

 

C. Chow-Test 

 

 Due to the emergence and persistence of a recent trend of increased female college 

enrollment, we decided to conduct a Chow-test in order to determine the value of splitting our 

sample by gender (output from Chow-test can be seen in Table 9).  A Chow-test is a useful way 

to compare two regressions, as it tests for significantly different coefficients and/or slopes 

between two samples of data.  In order to conduct such a test, we first created a fully interacted 

model (withholding the SATMATH variable to represent a larger sample size): 
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The five-step chow procedure is below: 

 

1)                           
                          

2)        

3)   
                         

                      
                 

                
                     

                          
                
 

4)     
                                   

                            
 

     
       

       
        

5) Decision rule:                   

 

Since the critical value is greater than the test statistic, the results of our Chow-test 

indicate that it is worthwhile to split the sample, as the regression equation for females has 

significantly different slopes and intercepts than that of males.  See Table 3. 
 

VII.  CONCLUSION 

The results of our regressions and specification tests encapsulate the factors that influence 

the decision to attend college, and also convey how some of these factors hold different weights 

for men and women.  For both men and women, being white, raised in an urban environment, 

and coming from a privileged family background (having educated parents in a high-income 

family)all increased the likelihood of attending college, ceteris paribus.  Holding all else 

constant, based on the differences between the split models from our Chow-test, women are 

18.77 percentage points more likely than men to attend college.  These results confirm the 

persistence of the trend that women are increasingly more likely to attend college than men.  

Interestingly, as derived from the Chow-test results, the marginal effect of mother’s 

education is greater for daughters than sons, thus mothers’ education is more influential in the 

likelihood of attending college for daughters than for sons.  This implies that better-educated 

mothers are more inclined to afford their daughters the opportunity of higher education.  This 

effect can be observed in Figure 4 below: 
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Figure 4 

 
 

The fact that the best-fit line depicting females is steeper than that of males conveys that 

an additional year of one’s mother’s education has a greater impact on the likelihood of attending 

college for females.   

Similarly, the marginal effect of family income is greater for daughters than sons, thus a 
larger family income is more influential in the likelihood of attending college for daughters than sons.  

This seems to suggest that higher income families are more willing to invest in their daughters’ 

educations than low income families.       
 While our study does demonstrate that women are more likely to attend college than men, 

it also leaves room for future investigation.  There has been much speculation as to how the 

differences in the incentives to gain an education between men and women have manifested 

tangibly as starkly different college enrollment rates for the two groups.  Specifically, the impact 

of the college wage premium might be an area of further analysis, as the decline in uncertainty 

for future earnings in female college graduates (Cho 2007) might be among the reasons that 

more women are electing to attend college.   

Finally, a potentially interesting implication of the marginal effect of mothers’ education 

on daughters is that as the members of the increasing population of female graduates become 

mothers of daughters themselves, it follows that the impact of this effect might be accelerated.  

Yet, such a conclusion hinges on the assumption that this increasing population of female college 

graduates will go on to mother daughters of their own, when perhaps the initial decision to 

pursue higher education is a reflection of one’s prioritization of her role as a professional over 

that of a mother.  Accordingly, this divergence in college enrollment rates for men and women 

will continue if the increasing population of well-educated females creates a proportionally large 

population of college-bound daughters.  Alternatively, this divergence will slow down if the 

women who are pursuing higher education prefer to cultivate their professional careers as 

opposed to raising a large family.   
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VIII.   APPENDIX:  STATA RESULTS 
 

TABLE 3: Correlation among variables. 

 
TABLE 4: Partial correlation among explanatory variables. 
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TABLE 5: F-stats, if greater than 10, sign of multicollinearity. 
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TABLE 6: Variance Inflation Factor test, if greater than 2, sign of multicollinearity. 

 
 

TABLE 7: Heteroskedasticity test—Breusch Pagan test 

 
 

TABLE 8: Heteroskedasticity test--White test
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TABLE 9: Chow test 

   (1)  (2)  (3)  

VARIABLES  COLLEGE 

Pooled  

COLLEGE 

Split FEMALE  

COLLEGE  

Split MALE  

            

URBAN 0.067***  0.067***  0.065***  

 (0.017)  (0.025)  (0.022)  

WHITE  0.100***  0.088***  0.112***  

 (0.016)  (0.023)  (0.021)  

FEDUC 0.022***  0.019***  0.023***  

 (0.002)  (0.003)  (0.003)  

MEDUC  0.026***  0.035***  0.021***  

 (0.003)  (0.004)  (0.003)  

FAMINC07  4.22e-07***  6.14e-07***  2.97e-07*  

  (0.000)  (0.000)  (0.000)  

Constant  -0.436***  -0.464***  -0.438***  

 (0.033)  (0.051)  (0.044)  

      

Observations  3692  1773  1919  

R-squared  

   

SSR  

0.140  

   

693.456133  

0.148  

   

351.072642  

0.144  

   

331.399005  
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